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Research misconduct erodes the trust of the stakeholders in the social science research enterprise. In order to return confidence and trust in social science research findings, we must emphasize research integrity through education and transparency. This essay discusses three fundamental components of research misconduct to raise awareness of examples of fabrication and falsification misconduct by several prominent social science researchers.

Trusting and Verifying

During the 1980’s, when United States President Reagan and Soviet President Gorbachev were negotiating critical nuclear arms de-escalation, a critical time of tensions for geo-political powers, trust did not exist between the political leaders. A phrase was used by Reagan, traced back to a Russian proverb, became the turning point to successful negotiations – “Trust, but Verify”, suggesting trust must be earned through verification, not just promises. As the verification processes were implemented, trust began to emerge, growing to a level that allowed for agreements and nuclear de-escalation for both sides. The verification process led to a level of earned trust, though limited, essential for progress.

The phrase, “Trust, but Verify”, that was so critical to the progress of nuclear weapons agreements, also applies to the current state of the social science research enterprise and research integrity today.

As social scientists in the 21st century we are aware of the crucial role our research plays in the understanding of human behavior in society and the greater world. Our research work strives to provide insights into various aspects of human development and life, such as public health, education, culture, social interactions, and workforce preparation. However, for social science research to be judged valid, reliable and most of all – meaningful, our entire social science enterprise must be built upon a strong foundation of research integrity for both theory building and policy applications. This can only happen with ethical conduct, integrity, and transparency throughout the entire research process, from the proposal process to the dissemination of findings. If public policy-makers, the general public, and many in our own research communities do not trust the findings and implications of our research, then we must do a better job of demonstrating the values of scientific methods through transparency, verification, and replication. We must share our methodologies and procedures so that our work can be examined, and also share our analytical procedures and data sets for inspection by professionals in order to build trust for our collective work.
What Do We Mean by Research Misconduct?
For the purposes of this current discussion, research misconduct will be limited to two major categories of misconduct, fabrication and falsification, in proposing, performing, and/or reporting the results and implications of research. Fabrication refers to the researcher making-up data (creating fabricated data), altering analyses, the recording or reporting of data. Falsification is the manipulation of research materials, procedures or instrumentation, data manipulation that includes removing or modifying data to fit a specific outcome or results that are inconsistent with accepted procedures or described in the reporting process, such that the procedures are inaccurate and not transparent. It is important to note that in this essay I am deliberately differentiating research carelessness and/or incompetence, from intentional and deliberate misconduct actions.

There are many dimensions of research misconduct that are components of courses and professional development focused on research misconduct and integrity that are also important and should be included in a fuller discussion of the misconduct topic. These include issues of authorship rules, conflicts of interest, policies regarding human subjects, collaborations across institutions, data security, data sharing, plagiarism, and guidelines from professional organizations and associations for the ethical conduct of research, referred to as Responsible Conduct of Research, (RCR), (See Steneck, 2007).

Why Are We Discussing Misconduct?
Unfortunately, we all are aware of the existence of cases of research misconduct, whether through reports by professional organizations, funding agencies, professional publications, and the press. An internet search for “Research Misconduct” will yield pages of headlines about research misconduct across disciplines, including educational research. Some of these websites will reveal numerous reports of research misconduct allegations within specific funding agencies (e.g., The US National Science Foundation; The US Department of Health & Human Services), the majority of which were found to be in violation after they were funded, and the research conducted.

A recent essay in the Chronicle of Higher Education focused on the topic of research misconduct related to what was titled, statistical malfeasance and “cherry-picking” of data and data analytic findings (Jindra & Sakamoto, 2023). They present a strong case of some social scientists “undercontrolling, which can lead to omitted variable bias” and the danger that the researcher presents a conclusion that shows an effect without any certainty that the key independent variable studied is the cause for the findings, thereby misleading the reader and those researchers planning to build upon the stated phenomena. Undercontrolled research designs can be severely misleading and directly harm the research enterprise.

Two sources that can help us understand the frequencies of research misconduct come from responses by scientists, faculty, and graduate students. First, in a 2005 report on a large-scale survey of early career and mid-career scientists conducted by Martinson, Anderson, and de Vries (2005) reported on the responses of 3,247 scientists indicating the specific actions they had conducted within the previous three years. While a very large sample for a study on research
misconduct, the authors noted a response rate of 52% and 43% for mid-career and early career samples, respectively. The authors also noted concerns of a potential non-response bias, where those scientists who were misbehaving “may have been less likely than others to respond to our survey, perhaps for fear of discovery and potential sanction” (p.737). The authors state that while the findings of the incidence for behaviors related to falsifying data, fabricating data, and plagiarism were in line with previous studies (1% to 2%) their findings also suggest, “that US scientists engage in a range of behaviors extending far beyond falsification, fabrication and plagiarism” (p.737). These additional behaviors included, “Withholding details of methodology or results in papers or proposals” (M=10.8%), “Using inadequate or inappropriate research designs” (M=13.5%), “Dropping observations or data points from analyses based on a gut feeling that they were inaccurate” M=15.3%), and “Inadequate record keeping related to research projects” (M=27.5%), and an alarming “33% of the respondents said they engaged in at least one of the top ten behaviors during the previous three years” (p. 738).

In a smaller study surveying education faculty and graduate students, reporting on their judgements to scenarios in research contexts (e.g., removing outlier data, modifying data sets, authorship, and lack of informed consent) (Artino & Brown, 2009). When asked if the participant had observed a behavior judged to be an ethics violation, 37% of the sample (N=120) indicated “yes” with similar rates for the groups of graduate students and faculty. The findings suggest that many of us have observed behaviors related to research misconduct. The next question to be asked should be, what did we do when we became aware of these behaviors? What action did we take? And if we took no action, why?

Cooking the Data

P-hacking, HARKing and Dry Labbing

In an article by Gary Smith titled “How Shoddy Data Becomes Sensational Research” (2023), we learn about three approaches to research misconduct related to data manipulation: P-hacking, HARKing and Dry Labbing. P-hacking is the manipulation of the data analytical procedures to conduct numerous statistical analyses in search of the Holy Grail of results, a probability value of p<0.05. Consider a researcher who has a bundle of independent and dependent variables that are dumped into the computer, a menu of various statistical procedures are checked and the enter button is pressed to run the analyses -- All the in search of a p<0.05. The belief is that if p<0.05 it is not found, the research project has no hope of being published in a reputable journal, and it is a complete failure and has been a waste of time and resources. But when there is no cost to running hundreds of analyses, with unimaginable speed, it can become a choice too easy to resist, for some. So, P-hacking is manipulating the p-value of research just to increase the chance of publication, and not for making significant contributions to the field of study and improving the human condition.

HARKing occurs when a project yields a finding with a low-p-value, drawing interest, but there does not seem to be an existing theory or model that can aid in the interpretation and implications of the finding. This can happen when out the sheer number of analyses conducted, there are a number of significant results, whether correlations, group differences, regression models, and/or factor loadings, which will result by chance alone (and not as a result of the
careful design and theory/model). In this case, the researcher engages in theory building that is often completely independent of models and theories. As an example, Smith (2023) describes a series of studies attempting to explain bitcoin prices by the National Bureau of Economic Research concluded that the statistically significant correlations between the cryptocurrencies dividends and certain market sectors and associated variables were not significant beyond pure chance, regardless of models created for their study. As researchers, we are always seeking to tie our results to models and existing literature so that we can advance a field. When that connection is not made our findings have little meaning.

Perhaps, the easiest and also most egregious behavior is described as Dry Labbing, a strategy based on “simply make up whatever data are needed to support the desired conclusion.” One of the best-known examples of dry labbing is the case of Diederik Stapel, who was investigated in 2011 for having made up his data rather than collecting it (Enserink, 2012). Stapel, a social psychologist, retracted 58 papers and was removed from his position. In an interview with Stapel, discussing his behaviors over a period of years, Stapel reports, “I was not able to withstand the pressure to score points, to publish, to always have to be better.” further stating, “I wanted too much, too fast” (Smith, 2023). This is a powerful example of someone responding to the academic pressures of “publish or perish” by breaking all the rules for advancement and recognition, without a concern for integrity or ethics.

**Research Misconduct is Not Without Victims**

Victims include students preparing for positions of social science researchers, who do not experience appropriate training in research integrity, or they are taught to ignore what they should know is misconduct. Further, students who read poorly conducted research in journals and online, may base their own research on a faulty research foundation. Funders may allocate funding resources to grant proposals that are based on false and unverified bases of research, not awarding proposals that may have been more conservative or of a smaller scope, but ethically and carefully designed. Policy-makers may be developing new innovative programs in education, public health care, or addressing global climate change, only to find that the research data supporting these programs has been fabricated, or falsified, thereby, wasting funds that could have been allocated to programs that are based on scientifically-based (and verified) data. And victims who are the doctoral students of those researchers who have been engaged in long-term misconduct, but who were completely unaware of the misconduct, who based their own research for dissertations and post-doctoral projects on the work of their advisor that has been based on fabrication and/or falsification of data, results, and conclusions. And these students and lab staff often are tainted with the unethical acts of their advisor/supervisor.

To better understand the depth and breadth of the damage done by research misconduct, I recommend the news descriptions of the alleged misconduct conducted by Diederik Stapel in social psychology (Enserink, 2012), Brian Wansink in food and consumer behavior (Lee, 2018), and Marc Hauser in cross-cultural cognition (Wade, 2010). I am not making judgments here about these researchers as people, only their alleged behaviors. I cite these three as examples of prominent researchers in their respective fields who held valued positions in their field for years,
demonstrating that if we, as social scientists, are to earn the trust of in our work, we must promote systems of verification replication and validation.

**Recommendations**

In order to establish, maintain and monitor research integrity I am proposing five actions to consider:

1. Education in ALL aspects of research integrity, RCR, for all students and faculty in higher education, professional associations, public and private laboratories, and government agencies engaged in intramural and external research, with a refresher professional development every three years, because research foci, statistical and qualitative analyses evolve with the development of new variable options (e.g., fitness trackers, professional survey responders, new statistical packages, and of course Artificial Intelligence).

2. Increased value placed on support for replication studies that will provide data confirming or disconfirming replications of results, instrumentation and/or procedures. and includes the publishing of replication studies.

3. Transparency of the research process, from proposal development to data collection, analyses, and final reporting and publication. This transparency must include all members of research teams in discussions of research integrity. These discussions must also include policies and procedures for reporting allegations of potential research misconduct.

4. The establishment of data repositories at institutions of higher education, professional associations, or government agencies, where the de-identified data sets of disseminated research projects can be securely stored.

5. Creation of independent oversight systems within institutions conducting and/or funding research, responsible for monitoring funded and unfunded research for compliance with research integrity.

If we do not take meaningful actions immediately, we will continue to have issues of trust with our stakeholders because we are not offering verification they can trust. We must promote the values of research integrity with clear and factual evidence that all our stakeholders can trust.
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Additional Resources
The US Department of Health & Human Services. Office of Research Integrity. https://ori.hhs.gov/infographics Provides excellent resource for addressing research misconduct, training materials and a list of summaries of research integrity cases related to this agency by year.
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